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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TS 28.552 Management and orchestration; 5G performance measurements.

3
Rationale
The e2e latency measurements has been defined in TS 28.552 [1] (section 6.1), however the mechanism/procedure for e2e latency measurements is needed but has not been defined yet.
The e2e latency for a single user data packet means the time used for transmitting the user data packet between the UE and the service application. The e2e latency (T) is composed of the time used for transmitting the data packet at every segment as shown in the figure below, where 

· 
T1 is the time used for transmitting the data packet between UE and RAN;
· 
T2 is the time used within RAN node between transmitting and receiving the data packet. The T2 may be further decomposed if the RAN node include multiple units (e.g., CU and DU);

· 
T3 is the time used for transmitting the data packet between RAN and UPF;

· 
T4 is the time used within UPF between transmitting and receiving the data packet;

· 
T5 is the time used for transmitting the data packet between UPF and service application.
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For the e2e latency measurements, both the average e2e latency and maximum latency need to be measured.

For average e2e latency:
· 
The average e2e latency (T) can be calculated by aggregating the average T1, average T2, average T3, average T4 and average T5: 

T (average) = T1 (average) + T2 (average) + T3 (average) + T4 (average) + T5 (average).
For maximum e2e latency:
· 
Since a user data packet may not encounter maximum delay at every segment (T1, T2, T3, T4 and T5) at the same time, i.e., the user data packet that encounters the maximum delay on T1 may not encounter the maximum on the other segments. Therefore the maximum e2e latency (T) CANNOT be calculated by aggregating the maximum T1, maximum T2, maximum T3, maximum T4 and maximum T5:
T (maximum) ≠ T1 (maximum) + T2 (maximum) + T3 (maximum) + T4 (maximum) + T5 (maximum).

So, in order to measure the maximum e2e latency, the current measurement job mechanism is not sufficient, and a new mechanism is needed.
4
Detailed proposal

For computing the e2e latency (esp. maximum e2e latency), the management system needs to know the time that the sender (e.g., UE) sent the user data packet and the time that the receiver (e.g., service app) received the same user packet. However, in real networks, the service app is out of 3GPP scope and 3GPP cannot control the service app. 
Therefore, in order to know the time that the user data packet is sent and the time that this data packet is received, a management function (e.g., XXX Management Function (MF) in the figure below) is needed to act as a special service app, and the user data packets for measuring the e2e latency can be sent between the UE and the XXX MF.
For the services requires the low latency, the service apps (e.g., edge computing applications) are normally deployed in the local data centers. The e2e latency measurements are particularly important for this kind of services, and to support the measurement of e2e latency for this scenario the XXX MF can be deployed to the same location (e.g, data center) as where the service apps are deployed.
For the service apps deployed remotely, the operator normally does not know where these service apps are exacly deployed and the location of the service applications may change at any time without informing 3GPP network operator, thus it would have less value to measure the latency from UE and the remote service app from 3GPP point of view. Instead, in order to reflect the 3GPP network performance, in this scenario it makes more sense to measure the e2e latency between UE and UPF from 3GPP perspective, and for this purpose the XXX MF can be deployed to the same location as UPF.
With this XXX MF, the e2e latency can be measured in the following way:
· 
the management system requests the 5G network to establish the user plane connections (bears, PDP sessions etc.) between UE and XXX Management Function;

· 
for UL e2e latency

· The management system requests UE to send the “special” user data packets to XXX MF, and in each data packet the UE marks the time that the packet was sent.
· When the packet is received by the XXX MF, the XXX MF recorded the time that each packet has been received, and compute the UL e2e latency for each packet.
· The XXX MF calculates the average UL e2e latency and maximum UL e2e latency for the packets for a period of time, and reports to the consumer.
· 
for DL e2e latency

· The management system requests XXX MF to send the “special” user data packets to one or more UEs, and in each data packet the XXX MF marks the time that the packet was sent.

· When the packet is received by the UE, the UE recorded the time that each packet has been received, and compute the DL e2e latency for each packet.
· The UE either reports the computed DL e2e latency for each packet to management system; or calculates the average DL e2e latency and maximum DL e2e latency for the packets for a period of time, and then reports to the management system.
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The group is asked to endorse this mechanism as a way forward for measuring the e2e latency, and agree to continue working further on details. 
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